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BMBF Innovation Alliance 
“Software Platform Embedded 

Systems”

Hightech.NRW
“Logistics Control Centers”

4

paluno
Research Projects (selection)

XT

FP7 IP 
“AgriFood, Transport 

and Logistics” (FI PPP Phase 2)

FP 7 NoE 
„Software, Services 

& Systems“ 

FP 7 NoE 
“Secure Software 

Services & Systems” 

Fundamental
Research:

DFG SPP 
“Advanced 

Observation and
Adaptation”

DFG 
“Consistency of

SPLs”



2

© Prof. Dr. Klaus Pohl

©
 p

al
un

o

1. Internet of Things and Services

2. Disruptive Trends & Challenges

3. Monitoring & Adaptation

4. Cockpits in the Logistics Domain

5. Summary

Agenda

©
 p

al
un

o

Focusing on infrastructure and communication,
i.e., worldwide connectivity, bandwidth, speed, …

e.g., e‐mail, gopher, WWW, …

1990 … 

Access to contents and information from 
everywhere and by everyone
e.g., Google, Yahoo, youtube, facebook, …

2000 …

The Internet connects the world…
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The Internet in 2010

Internet of Services

Internet of Things

Internet of Content

NEW

NEW
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Internet of Services

8

• Globally accessible software functions (services)

• IT-mediated access to human-provided capabilities

• Value-add services through seamless composition and integration 
of service 

• Cross-organizational data exchange and alignment of IT systems 
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Internet of Services
Growth

9Source: S. Ried und H. Kisker, „Sizing the Cloud“, Forrester Research, Inc., 
Apr. 2011., p.  9

Public Cloud Market Size

2020
$160 Billion

$20 Billion
2011

Infrastructure as a 
Service: Compute, 
Storage, Network

Platforms as a 
Service

Applications /
Software as a Service

Business Processes 
/ Workflows as a 

Service
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Internet of Things
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• Network connected devices
“connecting the world to the Internet”

• Digitization of real-world through 
connected sensors and actuators 

• Uniquely identifiable objects

Sources: data-directions.com; xively; DHL
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Internet of Things
Growth

11Sources: GSMA und Machina Research, „The Connected Life: A USD4.5 
trillion global impact in 2020“, GSMA, Feb. 2012., p. 3 

Internet-connected Devices

24 Billion
(50% of which mobile)

9 Billion
2011

2020

(Smart-)Phones

Connected Things / 
Sensors / Actuators
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Smart Energy

E ‐Mobility

Enabler for novel types of 
software‐intensive systems:

Future Internet Applications

Logistics

E ‐ Health

The Future Internet
Convergence of Services and Things

Internet of Services

Internet of ThingsInternet of Content

FI
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On-demand 
Garbage 

Transport

Future Internet Applications
Example

Energy reduction: 20% (estimated)

[urbiotica.com]
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Future Internet Applications
Example

Water reduction: 60% (estimated)

Smart 
Watering
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High Complexity
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 Ultra Large Scale Systems 
 Cyber Physical Systems
 Socio-technical Systems

High Complexity

Sources: umd.edu; Acatech; libelium

Smart Grids Multimodal Transport Smart Cities
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Think Cities not Buildings

Source: L. Northrop, Keynote, ICSE 2013
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Ultra-Large, real-time, cyber-physical-social systems
 Are highly distributed  (wireless, wired networks)

 Consist of thousands of sensors, actuators, platforms, 
services, …

 Face continuous adaptations 

 Socio-technical ecosystems

 Cannot be pre-designed

 inconsistent, conflicting requirements 

 Rapid evolution

 Stakeholders unknown

 …

High Complexity

Challenge 1: How to develop and manage the evolution of 
systems which can per-se not be designed 
a-priori?

©
 p

al
un

o

Servicification of Products
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IBM Worldwide Revenue - Percentage by Segment
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IBM’s Transformation 
Services & Software

Sources: Michael DiPaula-Coyle, IBM, ECIPE Workshop, 
25.4.2013, IBM Financial Reports

Hardware

Services

Software

Other

56%

16%

64%

17%14%

24%

6%
3%

Services & software now 
account for 80% of IBM’s 
revenue

Software revenue 
exceeded hardware 
revenue in 2008Services revenue 

exceeded hardware 
revenue in 2001
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You don’t buy or lease 
the car,
but buy transportation 
services (time, km, …)

Car and (e)-Bike Sharing

Sources: car2go; nextbike
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 Physical goods and products are 
 Enhanced and extended by services 
 Even fully turned into services, e.g., 

car sharing, washing-machine-as-a-
service, drilling-as-a-service, …

 Immaterial products
 Business processes (BPaaS)
 Software (SaaS)
 Platforms (PaaS)
 Infrastructure (IaaS)
 Content/Data (CaaS, DaaS)
 …

Servicification of

Sources: NESSI; IFIP; Forester ©
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Service Marketplaces

Source: transportmarketplace.com; SAP

Logistic Services

Software Services
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• Billions of service-offerings 
• Trading of Services leads to continuous change in pricing, 

quality, availability, …
• Extremely fast evolution
• Extremely fast innovation: New and better services appear 

constantly
• Systems are composed of services !
• Many systems will depend on services

• Offered by third parties

• Services,  they don’t have control over

• …

Impact of Servicification

Challenge 2: How to develop & manage the extremely fast 
evolution of systems based on services you 
don’t own and you have no control over?
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Fast-paced Technology and Societal 
Changes
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Social Networking, e.g. Facebook

Launch of facebook: Spring 2004

2004 2011

Sources: facebook, Ben Foster; dreamgrow.com

Current #of Users
1.11 billion (March 2013)
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Smartphone Apps

 Currently Active Apps (available for download): 
 886.127 [148Apps.biz]

 Gartner prediction of downloads for iPhone App
 2013:   80 billion
 2014: 130 billion
 2016: 300 billion

Android Platform 
Services/Apps

Sources: 148Apps.biz, research2guidance

iPhone Platform 
Services/Apps

2008 2010 2009 2011

Release of 1st iPhone: June 29, 2007 (Germany 11.07)
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Google Glass
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 Extremely fast
 Radical impact on business models
 Outdates existing business solutions; 

 Fast Emergence of new business opportunities and models

 Changes in user-behavior and market demands
 Facebook, instagram, Whatsapp, …

 Fast technology-adoption is key for success
 Cf. the NOKIA story (wrt. Apps and Smartphones)

 Acceptance of solutions depends on anticipation of trends

Impact of Fast-paced Technology/Societal 
Changes

Challenge 3: How to adapt systems to anticipate and profit 
from technology and societal changes?
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Data Flood (Tsunami)
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2006: 160 Exabyte
1 Exabyte = 1 million TB

12 stacks of books from earth to sun

2010: 990 Exabyte
2013: 4.000 Exabyte

160 stacks of books from earth to Pluto

2020: 40.000 Exabyte

 Basically all this information has been produced 
in the last 20 years

32

Digital Universe of Information
Contents, Media, Documents

Source: Dr. John Barrett at TEDxCIT
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• “Big data” analysis means handling
• Volume: see previous slides
• Velocity: speed of data will continuously increase 

e.g., IoT sensors continuously sending data
• Variety: heterogeneity of data and data sources will proliferate
• Veracity/correctness: quality of data, uncertainty and timeliness will 

become important aspect to scrutinize data
• Being able to navigate, analyze, learn from the data flood 

becomes key capability for
• Detecting new usage behavior and thus business opportunities
• Detecting fault patterns
• Optimize execution
• …

Impact of Data Flood

Challenge 4: How to analyse and use “big data” obtained 
from sensors and services to, e.g., optimize 
system execution?

Source: IFIP ©
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+ Many More (detailed Research) Challenges…

NESSI (European Technology 
Platform) Strategic Research 

Agendas on Software & Services

Net!Works (European Technology 
Platform) strategy
recommendation on networking & 
telecommunications

European 
Future Internet Assembly

Roadmap

EU Work Programme 
expert groups 
(service, software 
architectures and 

infrastructures; Future 
Internet; Cloud 

Computing)

EU Future and Emerging 
Technologies –

FET PERADA 
research agenda

Dagstuhl seminars and roadmaps on 
software engineering for self-adaptive 
systems

S-Cube Network of Excellence 
Research Roadmap on Service-
oriented computing

MESOA (Maintenance and Evolution of Service-

Oriented Systems) roadmap driven by SEI

IFIP Cross-WG on “Services 
Engineering”: SRII Research 
Challenges Paper
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Challenge 1: Develop and manage evolution of 
systems which cannot be pre-designed 

Challenge 2: Manage evolution of systems using 
services you don’t own and you have no 
control over

Challenge 3: Adapt systems and business to respond 
to (predicted) societal and technology 
changes 

Challenge 4: “Big data” analysis for anticipating new 
business opportunities and for optimizing 
system execution

Challenge 5: ….

35

Summary: Research Challenges
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A Revolution?
It happened before!

Image courtesy of Siemens
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 Are existing engineering methods/processes
still suited?

 Are traditional abstractions (data, function, 
behavior) still applicable/valuable?

 Is “top-down” development still the right 
approach?

 Are existing Quality assurance techniques still 
applicable to new types of systems?
(testing in elastic clouds, service-replacements, …)

 Is Requirements Engineering still 
required or at all possible?

 …

37

So ….
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Challenge 1: Develop and manage evolution of 
systems which cannot be pre-designed 

Challenge 2: Manage evolution of systems using 
services you don’t own and you have no 
control over

Challenge 3: Adapt systems to respond to (predicted) 
societal and technology changes 

Challenge 4: “Big data” analysis for  anticipating new 
business opportunities and for optimizing 
system execution

Challenge 5: ….

38

Summary: Research Challenges
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2. Disruptive Trends & Challenges

3. Monitoring & Adaptation

4. Cockpits in the Logistics Domain

5. Summary
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= Ability of systems to observe execution, 
context etc. +  analyze observation 
(identify need to adjust) + plan and 
execute adaptation

Facilitates
• Run-time evolution (Challenge 1);
• Limited control over services (Challenge 2);
• Adaptation to business process and 

technology changes (Challenge 3);
• Exploitation of big data analysis results for 

system optimization (Challenge 4)

40

Monitoring & Adaptation



11

© Prof. Dr. Klaus Pohl

©
 p

al
un

o

41

Monitoring & Adaptation
S-Cube System Life-Cycle Model

Requirements
Engineering

Design

Realization
Deployment &
Provisioning

Operation &
Management
(Monitor)

Identify 
Adaptation 

Need (Analyse)

Identify 
Adaptation 

Strategy (Plan)

Enact
Adaptation 
(Execute)

EvolutionAdaptation

Design timeRun‐time
“MAPE“ loop [Salehie & Tahvildari, 2009]
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• Automation requires formalization (codification) of 
knowledge required for MAPE

• Required knowledge can only partial be defined and 
formalized at engineering time
• Partly not known a priori
• Too much effort to define and formalize
• Conflicting and inconsistent information
• Dynamic changes over time
• …

• Full automation close to impossible

42

Monitoring & Adaptation

 Monitoring and Adaptation typically requires 
Human-in-the-Loop
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• Common solution for 

monitoring and adapting 
operational process in 
several application areas, e.g., 
• Emergency
• Disaster management
• Chemical plants
• Production automation

• Human-in-the-Loop
• Monitoring
• Analysis
• Decision-making
• Adaptation (execution of)

“Traditional” Cockpits & Control Centers

Sources: npc.org, parabolicarc 43 ©
 p
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1. Internet of Things and Services

2. Disruptive Trends & Challenges

3. Monitoring & Adaptation

4. Cockpits in the Logistics Domain

5. Summary

Agenda
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• IoT and IoS facilitate
• Cockpits for many operational processes in various domains 
• Collection real-time information about operation, context, 

users etc.

Cockpits for Future Internet Applications

Cockpits /
Control Centre 

P
D
A

Sensor

Effector

Software
Service

Software
Service

IoS

IoT

45 ©
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Cockpits for Future Internet Applications
Example: Transport & Logistics

Location
Temperature

Utilization

Traffic Density
Jams
Constructions

Contracts
Demands

IoT 
IoS

Offers
Free Capacity

46
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Cockpits for Future Internet Applications
Functional Building Blocks

Future‐Internet‐Cockpit

Human
Operator

Know-
ledge

Plans, Models, …

Changes
Past Events

Alarm/

Monitor

Analyze

Execute

Cockpit Front End

IoT & IoS Gateway

Info Alternatives

Plan

Observation

Event

Decision

Action

Adaptation Need

Selection

47

Service

IoS

IoT

Principle 
Functions 
organized 

along MAPE

Interactions

Suitable 
Abstractions 
to support 

Human
Interactions

Dynamically 
mapping of 
monitoring

information to 
Application 

Models
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Cockpits for Future Internet Applications
Better Responsiveness through MAPE

Source: 

R. Hackathorn, “The BI watch: 
Real‐time to real‐value,” 
DM Review, January 2004

AnalyseMonitor Plan Execute

Business‐

Value

Time

Business Event

Data Collected

Information Delivered

Decision Taken

Action Completed

48
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Cockpits for Future Internet Applications
Even Higher Responsiveness through 
Prediction

49

1) Real-time prediction of symptoms such as
prediction of delays, anticipation of volume
discrepancies, quality failures, …

2) Proactive Adaptation to mitigate and avoid 
problems resulting from symptoms, e.g., 
replanning of transports, rerouting of passengers, …

Problem?
Symptom?
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Cockpits for Future Internet Applications
Prediction Results

50

Airline (Carrier)
Import 

Forwarder
Export 

Forwarder

BKD

PU
P

REW

D
EH

FW
B

D
O
C

RCS

D
EP

ARR

RCF

N
FD

AW
D

D
LV

REH

O
FD

PO
D

Shipper (Custom
er)

Consignee

Static Analysis

Run‐time Verification

Machine LearningPr
ed

ic
tio

n 
Ac

cu
ra

cy

Transport Chain

Operational data: 4000 transportation processes; over 5 month
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5. Summary
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The LoFIP Project
• Aim: Federated Future-Internet-Cockpits for robust and 

resource-efficient execution of transport processes
• Duration: 07/11 – 07/14 Budget: 6.5 Mio EUR
• Partners:

Software & IT 
(~ 66%)

Logistics
(~ 33%) Academia

(~ 60%)

Industry (~ 40%)

associated
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Application Scenario 1
Parcel Logistics

Customer

Branch
Office

Packstation

Consolidation
Center

Sorting 
Centre

Distribution
Center

Customer

Customer

Customer

Sort‐
ing

Main
Run

Sort‐
ing Post‐runPre-run

Focus of Scenario

53

PRE-Run: 
Collection of parcels + 

delivery to sorting centre
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Application Scenario 1
Parcel Logistics

 High variation of parcel volume
 High variation in prediction of actual 

volume based on statistic and experience

 Insufficient truck capacity
 Not all parcels can be collected
 Violation of service promises
 Customer dissatisfaction

 Overload in sorting centre
 Unbalanced number of parcels/hour
 Causes delays (unsorted parcels)
 Leads to significant higher personnel 

costs

54
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Application Scenario 1
Parcel Logistics

55

Automated measurement of parcel volume 
(IoT)

Microsoft Kinect
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Application Scenario 1
Parcel Logistics

56

Automated measurement of parcel
volume (IoT; IoS)
Smartphone‐based online collection of 
transport volume
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Application Scenario 1
Parcel Logistics -- Operation Cockpit

IoS

IoT

Cockpit

©
 p

al
un

o

Application Scenario 2
Container Logistics

58

http://www.youtube.com/watch?v=hySGKbEEsyo

Decision Alternatives
Process Fragments
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1. Scenario-driven development

and validation

2. Highly incremental development using
Mockups and evolutionary prototypes

3. Continuous validation
with domain partners

4. Realistic use of prototypes in 
our Living Lab

59

The LoFIP Approach
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1. Scenario-driven development
and validation

2. Highly incremental development using
Mockups and evolutionary prototypes

3. Continuous validation
with domain partners

4. Realistic use of prototypes in 
our Living Lab

60

Cockpits for Operational Processes

Some challenges:
 Development of usage scenarios

requires domain and IoT, IoS knowledge; often disruptive

 Adequate consideration of context;
Enriched application models; context models; dynamic adaptation of models; 
Required, e.g., to facilitate the mapping of monitoring information to application

 Monitoring system execution;
Not straightforward in a cloud environment (limited observability)

 Dynamic replacement of sensors and actuators

 Aggregating of monitoring information;
Right level of granularity / abstraction levels; domain specific; situation specific

 Human interaction metaphors and „protocols“
What can we learn from „traditional“ cockpits; what needs to change?

 … 
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High Complexity (Ultra large scale and cyperphysical systems)
Develop and manage evolution of systems which cannot 
be pre-designed 

Servicification of Products (cars, washing machines, tires, …)
Manage evolution of systems using services you don’t 
own and you have no control over

Fast-paced Technology and Societal Changes (iPhone, Apps, 
Facebook, Instagram, …)

Adapt systems to respond to (predicted) societal 
and technology changes 

Data Flood (Tsunami) (data from process execution, IoS, IoT, …)
Anticipating new business opportunities and 
optimizing system execution based on big data 
analysis

+++

62

Summary: “Changes”
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Summary – Radical Change / Revolution?
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Further Information:
www.paluno.eu
www.sse.uni-due.de

www.lofip.de
www.fispace.eu
www.s-cube-network.eu


