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Main Take-Aways from This Tutorial

* Think before you do ML

* ML is a tool, not a magic solution to everything

* If you do ML, do it properly and question your solution
* Evaluate the solution in its context; not only the model

* There is a lot that you can practically do wrong;
code quality assurance is essential for your research



Scope

* Applying ML is easy; applying it
reasonably is hard!

* There are general ML issues and
specific issues for IS/SE research

* Focus of this tutorial: Specific
issues | see in SE/IS research

* Target group:
* Interested in applying ML in
research

e Basic knowledge about ML
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Machine learning: what could possibly go wrong?
24.01.2018 — Machine learning: what could possibly go wrong? Somg
projects produce great results for the client. Some don't, for a variety ...
7 Antworten - Top-Antwort: Hi Chris, well first of course everything which c;

Ahnliche Fragen

What could go wrong with machine learning?

What problems Cannot be solved by machine learning?
What are the three main challenges in machine learning?

What are the common types of error in machine learning?

https://towardsdatascience.com > 5... v Diese Seite Uibersetzen

98 things that can go wrong in an ML project - Towa
There is no silver bullet as there are multiple root-causes to investigate —
examples, missing truths, changing data distributions, too high a ...

https://towardsdatascience.com » th... v Diese Seite Ubersetzen

The Model's Shipped; What Could Possibly go Wr
18.02.2021 — In our last post we took a broad look at model observabil
in the machine learning workflow.

https://www.linkedin.com > pulse - Diese Seite ibersetzen

How machine learning projects go wrong - LinkedIn
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corresponding data points differently during training.

https://www.capitalone.com > tech v Diese Seite Uibersetzen

10 Common Machine Learning Mistakes and How td
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looking at the data and not looking for data leakage. Common Machine ...
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Navigating the pitfalls of applying machine learning in ... - Whalen - Zitiert von: 14

Applying machine learning to facilitate autism ... - Bone - Zitiert von: 187

10 Common Machine Learning Mistakes and How to Avoid Them

« Data Issues. #1 - Not Looking at the Data. #2 - Not Looking for Data Leakage.
« Modeling Issues. #3 - Developing to the Test Set. #4 - Not Looking at the Model. ...
« Process Issues. #6 - Not Qualifying the Use Case. #7 - Not Understanding the User.

22.02.2021

https://www.capitalone.com ... » Blog » Machine Learning

10 Common Machine Learning Mistakes and How to Avoid ...

@ [Informationen zu hervorgehobenen Snippets + B Feedback geben

https://towardsdatascience.com » m... v Diese Seite iibersetzen

Machine Learning pitfalls | Towards Data Science

29.10.2020 — Pitfall 1.1 Assuming more data will solve all of your problems - Pitfall 2.1
Spurious correlations - Pitfall 2.2 Unrepresentative dataset - Pitfall ...

Du hast diese Seite am 13.05.22 besucht.

https://arxiv.org > cs v Diese Seite Ubersetzen

How to avoid machine learning pitfalls: a guide for academic ...

von MA Lones - 2021 - Zitiert von: 9 — This document gives a concise outline of some of the
common mistakes that occur when using machine learning techniques, and what can be don...
Du hast diese Seite am 13.05.22 besucht

https://arxiv.org > pdf ¥ pDF

How to avoid machine learning pitfalls: a guide for academic ...
von MA Lones - 2021 - Zitiert von: 9 — This guide aims to help newcomers avoid some of the
mistakes that can occur when using machine learning (ML) within an academic research...

https://www.nature.com » articles - Diese Seite Uibersetzen

Three pitfalls to avoid in machine learning - Nature
von P Riley - 2019 - Zitiert von: 94 — Splitting data inappropriately. When building models,
machine-learning practitioners typically break data into training and test sets. - Hidden ...

https://hbr.org » 2021/01 > when-... ¥ Diese Seite Ubersetzen

When Machine Learning Goes Off the Rails - Harvard ...

Machine learning can go wrong in a number of ways. ... The problem is compounded by the

multiple and possibly mutually incompatible ways to define fairness ...




What is
Machine Learning?




Machine Learning (Simplified)

e Learn a function (called model)

f(xl'x2'x3' "'rxn) — Y

by observing data

* Examples:
* Detecting cancer in an image
* Transcribing an audio file
* Detecting spam
* Detect suspicious activities for a credit card

* Typically used when writing that function manually is hard because the
problem is hard or complex.



Example: Handwritten Digits

* Task: G Which digit is that? Easy: 4
* Not so easy: program a computer to solve this!

* The Machine Learning Approach:
e “Train“ a mathematical model to solve this task

* Training Data:
* Many digits with labels (“classes”)
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Example: Handwritten Digits

* Training Phase:

mathematical

model with
many variables

* Repeatedly adjust the variables so that the model will compute output based on
input on as many training examples as possible

* Typically, an error function is minimized

* Prediction Phase: nput

trained
» mathematical

model

e Use trained model to calculate output based on input



How good is our model?

* |[dea: Given labeled data, how well can the function predict the
outcome labels? input output

A->Em=s ()

* Approach: Split dataset into training (90%) and test (10%) set
* Train on the training set, evaluate using the test set.

* Metrics
e Accuracy: How many test examples were correctly classified?
* Precision(class): How many of the examples predicted as class were correct?
» Recall(class): How many examples of class did we classify correctly?

accuracy_train >> accuracy_test = sign of overfitting

e Advanced: 10-fold cross validation



Types of Machine Learning

Supervised Learning

Data with labels

|

% \
Error

v

Mapping/
Prediction

Unsupervised Learning

Data without labels

v

Reinforcement Learning

States and actions
of environment

v

% \
Reward

v
Next Action




Applications: User Feedback Analysis

Dropbox (i0S)
Update time
Want upload
o E
Z 2 Move file
< .=
8 <
=3 Take photo
g Delete photo -
3
a PDF view
Q
< - -
= View file
25
g 2 File name Automatically determined
q’ .
- Open file sentiment (ML or rule-based)
/..Upload photo
) 0 20 40 60 80 100 120 140 160
Automatically extracted from app Appearance frequency

reviews (NLP and topic modeling)
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Applications: Automatic Quality Assurance

Domain

Detecting Domain-specific Ambiguities (based on word embeddings) [1]

Engiil:zf'ti;;n;EEN) %?gc;:lizlrcizlg (MEN) Medicine (MED) | Literature (LIT) | Sports (SPO) Average

part 0.660 text 0.200 | code 0.183 database 0.049 code 0.058 code 0.394
interface 0.664 support 0.430 support 0.351 support 0.170 programming 0.079 || database 0.412
type 0.690 work 0.433 example 0.380 set 0.231 system 0.155 support 0.413

text 0.699 part 0.4473 maching 0.389 source 0.260 window 0.173 programming 0.474
version 0.703 type 0.458 form 0.390 code 0.275 machine 0.220 window 0.479
database 0.723 application 0.463 program 0.419 memory 0.310 source (.243 text 0.484

Terms with lowest similarity in comparison to CS domain

Automatic Requirements Classification [2]

Spec

The duration until the switch is recognized as hanging
must be a configurable parameter.

—

The component conditionallydrives an external fan.
This fan is required for active ventilation of the
headlight.

7

[1] A. Ferrari et al.: “Identification of Cross-Domain Ambiguity with Language Models”, AIRE’18
[2] J. Winkler, A. Vogelsang: “Automatic Classification of Requirements Based on Convolutional Neural Networks”, AIRE’16

Classification and
feedback with
neural networks

12



Applications: Information Retrieval

Procurement Existing
Document Requirements

¢

Design Documents or Code

Glossary

13



I\/l I_ PI pe | I n e Convert raw data into

a form suitable for . .
Determine fitness for

Think about the Remove wrong data, learning, identifying ourpose
problem and its outliers, merge data features, encoding,
requirements from multiple sources normalizing

. =

‘ Q @
e \ —] — = . Q
£ Model Y Data T S Data T Y Data T B reature # Model * Model S Model

/ Requirements ~ Collection Cleaning Labeling Engineering Training Evaluation Deployment

A S—/

(

T Model
Monitoring

|dentify training data, Identify labels on
often many sources training data, possibly

crowdsourced or
(semi-)automated

Build the model, tune
hyperparameters

Amershi et al.: Software Engineering for Machine Learning: A Case Study. ICSE*19




Machine Learmng

What could possibly go wrong?




Pittall

1: Problem? What problem?

* Theories/Hypotheses
* Do you have any reason to believe that there is a relation between input and

output?

* |s this reason explicit enough in your data to compensate for noise?

* What is the achievable performance?

* |s there actually a clear and correct answer for every input example?
Would a human be able to identify this answer for all cases?

* What are reasonable performance metrics and requirements?

Think before you do ML




On Theories and Hypotheses

Divorce rate in Maine

4.95 per 1,000

4.62 per 1,000

4.29 per 1,000

3.96 per 1,000

Divorce rate in Maine
correlates with

Per capita consumption of margarine

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

-8- Margarine consumed -¢- Divorce rate in Maine

8lbs

6lbs

4lbs

2lbs

pawnsuod aulebiely

Statistics

L

Machine

Learning
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On Achievable Performance

Dog or Muffin?

Trace or no trace?

The DPU-BOOT CSC shall provide a monitor which accepts
commands over the RS-232 interface.

Bootstrap Monitor: The Bootstrap Monitor
checks entered commands for syntax and
number of arguments, and displays an
error message to the RS-232 interface if an
invalid command or argument is entered.
A complete listing of these messages is
given in document 7384-BSPS-01.

Hardware Exceptions: The Bootstrap
ignores any hardware exceptions that
might occur while it is running. If an
exception occurs, the Bootstrap simply
resumes execution with the next
instruction following the one at which
the exception occurred.

18




On Performance Measures for ML

The truth is

not case A TPATN
el Accuracy =
TP+TN+FP+FN
Case A True Positives False Positives
The ML licat} i . Precision = ——
e azp ICation TP _
redicts
P False Negatives True Negatives
not case A (FN) (TN) .
Recall = ——
TP+FN

“The customers don’t understand the performance measures.”
-- Data science practitioner

Vogelsang, Borg: “Requirements Engineering for Machine Learning: Perspectives from Data Scientists”, AIRE’19



The truth is

Case A not case A

Performance Measures for ML

The ML application

Case A True Positives False Positives
(TP) (FP)

predicts

* Example: Identify cancer in X-ray images otcasen | e
* Requirement:
“The app shall have an accuracy of > 90%" . C rparw
CCUraCy = P TN+FPFN

* Warning: Imbalanced training data .
Change the requirement:

 What if the training data consists of _The app shall have an accuracy of > 90%
* 95% images without cancer on a balanced training set”

e GO/ | i
5% images with cancer Change the requirement:

* A (trivial) algorithm that always predicts _The app shall have a recall for detecting
“no cancer” has an accuracy of 95% cancer of 100%"



Performance Measures for ML

The ML application
predicts

Case A

not case A

* Example: Identify cancer in X-ray images

* Requirement:
“The app shall have a recall for

detecting cancer of 100%”

* Warning: Precision vs. Recall Trade-off

* A (trivial) algorithm that always predicts
“cancer” has a recall of 100%

* Precision is only 5%. Does that algorithm help?

The truth is

Case A not case A

True Positives False Positives
(TP) (FP)
False Negatives True Negatives
(FN) (TN)
TP
Recall =
TP+FN
. . TP
Precision =

TP+FP




Performance Measures for ML

Specifying performance requirements for ML applications demands a
rigorous analysis of the problem to be solved

Solution 1: Solution 2:
60% Precision 90% Precision
90% Recall 60% Recall
Task 2: Task 3:
Task 1: Recommend interestin Identifv cancer in
Detect credit card fraud . 8 . Y
articles to customers X-ray images




On Performance Measures

»[...] With an accuracy of 0.8 in our evaluation, our
approach works quite well [...]“

-- every ML for SE/IS paper

* So an accuracy of 0.8 is good? How do you know?
* Would an accuracy of 0.75 still be good or already bad?
* Is an accuracy of 0.9 possible or realistic?

 Also:
* |s a false positive similarly bad than a false negative?



~|Summary of Pitfall #1:

\ » Think about the problem

|« Characterize it in detail

* Derive reasonable expectations

n n




Pittall

2 ML solutions and their context

Most ML solutions in IS/SE research are used to
assist the user. Therefore, understanding the
problem in its context is crucial




The Human-in-the-Loop

ER

ML finds defects in requirements specifications:
Accuracy > 0.9
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Winkler, Vogelsang: “Using Tools to Assist Identification of Non-requirements in Requirements Specifications — A Controlled Experiment”, REFSQ'18




* Describe the context in which your

ML solution will be described
e Evaluate the solution in that context




Pitfall #3: Data Quantity and Quality

* A lot of data that we use is labeled by humans

* Human-labeled data should be treated with extra care
 Humans make mistakes (obvious and maybe easy to fix)
 Humans may have different labeling schemes (remember the tracing example)

* If you use human-labeled data

* Label by at least two independent labelers and consider the inter-rater-
agreement

* Label iteratively and refine labeling criteria if necessary
* Make labeling criteria explicit and write about them in the paper



On Data Quantity

e There is no rule or criterion for how much data

you need to solve your problem with ML

* BUT: . 01N

* In general, you need thousands of data points

* For deep learning, you need at least tens of
thousands

* Get as much and as diverse data as you can ,

* Evaluate model performance w.r.t. data size
- does the performance still increase if you
increase the dataset?

L
akeamier
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Summary of Pitfall #3:
{* Double-check human-labeled data

e Discuss the amount of data w.r.t. the

selected ML solutions
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Pitfall #4: See.... It works!

* |t is not enough to present just the performance of your approach

* You should compare with
 Atrivial baseline approach (e.g., ZeroR classifier)
* Asimple (and interpretable!) ML approach (e.g., decision tree)
e Other alternative approaches

 Use statistical tests to compare the classifiers (e.g., randomization
test, t-test, Wilcoxon Signed Randk,...)



Train-Test Leakage —

Requirements data sets (user stories)

i |VI a ny d ata Sets i n S E/ I S h ave SO m e Published: 28 July 2018 | Version 1 | DOI: 10.17632/7zbk8zsd8y.1

Contributor: Fabiano Dalpiaz

L] [ ]
(hierarchical) structure bescription
A collection of 22 data set of 50+ requirements each, expressed as user stories. These were all found online, or retrieved from software

* E.g., data points gathered from several | oo oo

p r‘oj e Cts ;ttt;ij/tgaits;.fjsbi;j)vi;);Efa(;ﬂi?rael\llijrisgehdt to conduct experiments about ambiguity detection with the REVV-Light tool:
H . H Download All 64 KB | ()
e Standard cross-validation splits data | ‘
Files

randoml
y g02-federalspending.txt

* Potentially unique characteristics of
single projects are part of the training

and test set (train-test leakage)
g08-frictionless.txt

g10-scrumalliance.txt

32



Train-Test Leakage

* Splitting datasets by structural
properties may give a more realistic
performance estimation

* If your dataset is composed of several
similar “data sources” (e.g., projects),
split the dataset into training,
validation, and test by projects.

Standard randomized 10-fold cross-validation

PVM value Support Precision Recall Fq
Test 23,529 0.997 0.969 0.983
No Test 3,437 0.833 0.981 0.901
Leave-one-out 10-fold cross-validation

PVM value Support Precision Recall Fq

Test 23,529 0.948 0962 0.955

No Test 3,437 0.437 0.366  0.399

dataset
A

validate

\ J | J \

test

| |
fitting the model hyperpar.
optimization

|

testing
33




No Qualitative Evaluation

* Show and analyze on which examples
the model fails

* Involve domain experts and validate
results with them

{( Josh Gordon @random_forests - 6. Feb. 2018

i ";i MIT has shared an Intro to Deep Learning course, see:
introtodeeplearning.com. Labs include @TensorFlow code (haven't had a
chance to go through them yet, but look pretty cool! I'm a big fan of
medical imaging). Videos are uploading now - goo.gl/7FzMBn.

Raw X-Ray Scan Why the network predicted
a pneumothorax

QO 3 1 152 Q 389 e

Alexandre Cadrin-Chénevert
@alexandrecadrin

Antwort an @random_forests und @TensorFlow

Pneumothorax activation heatmaps overlapping both
diaphragms on an *upright* chest film ?! Very unlikely.
The activations should be apical in the lungs. If there is
no citation error, this is almost a proof of model
overfitting.

Tweet Gibersetzen
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Summary of Pitfall #4:

* Provide detailed quantitative and
gualitative evaluations

* Check with domain experts




Pitfall #5: Research depends on complex code

THIS 15 YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF UNEAR ALGEBRA, THEN (OLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LURONG? )

Data Collection Data Machine %&)SI gggm& L{RINTGT;T
Verification Resource
Management
Serving
Infrastructure
Feature e Analysis Tools
Extraction
Process Monitoring
Management Configuration
Tools . .
Even if you don’t have all the components in a research
project, it is still very likely that you have bugs in your

pipeline

36
D. Sculley et al.: Hidden technical debt in machine learning systems. NeurlPS‘15



From one of our own papers...

function train(data, model::Val{:bayesnet}, subsample = nothing) _ c, J "‘\
# extract graph layout :) \_> Su\o5°~"~f(¢ wn Vku.w t&V\A Tr'aumas o
graph_layout = Tuple(keys(data.edges)) 2an ‘(’Vtmo-\
graph_data = subsample != nothing ? data.data[subsample,:] : data.data @Q‘\'QV\ 0\,\“& v&(;A;q_mhas =
Pudiaiing
( chote~

if size(graph_data, 2) > @
# remove completely empty lines, BayesNets does not like them

Il N
graph_data = graph_datalsum(convert(Matrix, graph_data), dims = 2)[:] .> 0, :] (Abe.,s QJ/\r&.,bMA &U"’J’

> Dokt vl Valdie o ys ck.
# add one, BayesNets expects state labelling to be 1-based

graph_data = DataFrame(colwise(x —> convert(Array{Int64}, x) .+ 1, data.data), names(data.data))
— ——— -

return BayesNets.fit(BayesNets.DiscreteBayesNet, graph_data, graph_layout)

end alte Doten

export bayesian_train

end

1
— ——————— —eo— value
o——";—‘n —e— baseline
0.8 - value_average
baseline_average

0.6

0.4

0.2

0
0.2 0.4 0.6 0.8
Probability threshold
1
—e— value
—e— baseline
0.8 o - value_average
baseline_average

0.6 —
0.4
0.2

0

0.2

0.4 0.6

Probability threshold

0.8

Your research heavily relies on the correctness of your code.

Therefore,

* Do code reviews

* Write sanity checks and test cases along your ML pipeline
* Apply other basic SE practices (e.g., version control)
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Publish your Data and Code

* There are several reasons why publishing code and data becomes
even more important for data-driven research
e Others are able to reproduce and check your research (see previous slide)
* More importantly: Others are able to build upon your work

* If you can’t publish data (e.g., because of an NDA), you may still be
able to publish your data processing and learning pipeline

A hint especially for junior researchers:

* The from someone “using” your research is much larger
than the risk of someone “stealing” your idea, code, or data.

* Publishing messy code is better than publishing no code.
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Think before you do ML
ML is a tool, not a magic solution to everything

If you do ML, do it properly and question your
solution

Evaluate the solution in its context; not only the
model

There is a lot that you can practically do wrong;
code quality assurance is essential for your
research
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